
Online Decision Transformer

Qinqing Zheng,  Amy Zhang,  Aditya Grover

Facebook AI Research

Introduction

Recent works such as Decision Transformer (DT, Chen et al. 2021) 
shows that offline RL problems can be casted as sequence modeling 
problems and solved by supervised learning methods.

The performance of offline RL however is bottlenecked by the 
dataset properties  and often requires online finetuning for best 
results. 

We propose Online Decision Transformers (ODT), an RL algorithm 
based on supervised sequence modeling that blends offline 
pretraining with online finetuning in a unified framework. 

ODT enables stable online learning while retraining the simplicity of 
sequence modeling.

Online Decision Transformer

Base Model

Decision Transformer (Chen et al. 2021) models a trajectory 𝜏 as 
(RTG, state, action) sequences.
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Ablation Study

DT architecture (Chen et al. 2021)
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Stochastic Policy

Generate action based on recent 𝐾 states and RTGs

Max-Ent Sequence Modeling

- 𝐽 𝜃 negative log-likelihood of sequence data

simple supervised learning, no return optimization
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- 𝛽 -dim(action)

sequence-level policy entropy

Offline Pretraining + Online Finetuning

Benchmark Comparison

Baseline: Implicit Q-Learning (IQL, Kostrikov 2021) 
Absolute performance: ODT is comparable
Finetuning Gain: ODT is much better

Stochasticity is important to enable stable performance 
improvement in online training

hindsight return relabeling - use observed return instead of  target return

Hindsight return relabeling is critical for correcting bias in 
collected data

DT generates return-conditioned policies. 

Rollout
1. Specify the desired return 𝑔& and an initial state 𝑠&.  
2. Generate 𝑎&, execute it and then observe 𝑠' and 𝑟&. 
3. Compute 𝑔' = 𝑔& – 𝑟&. Now we can generate 𝑎'. 
4. Repeat until the episode terminates.
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